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Abstract. We study spectral properties of three-dimensional photonic crystals formed by a
periodic array of air cubes separated by a thin film of optically dense dielectric material. The
thickness δ of the dielectric component is assumed to be small, whereas its permittivity ε is large.
The spectrum of the photonic crystal is studied as δ → 0 while εδ = η−1 is kept constant. Under
the additional condition of a vanishing normal component of the magnetic field on the surface of
the optically dense dielectric film, we carry out a thorough analytical and numerical analysis of
the spectrum of the photonic crystal. In particular, for small η we obtain the linear and quadratic
approximations of the spectral bands and, given δ, we estimate the minimum value of ε for which at
least one spectral gap opens up.
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1. Introduction. Photonic crystals—man-made periodic dielectric structures—
have received a great deal of attention for the last decade because of their capabilities
to manipulate, in a number of ways, the propagation of electromagnetic waves. There
is a steadily growing number of publications on theoretical and experimental stud-
ies of one-, two-, and three-dimensional photonic crystals. In particular, the studies
include band-gap properties of the spectra of photonic crystals, localized and defect
states arising from perturbation of photonic crystals, and novel ways to control the
propagation of electromagnetic ways using fundamental properties of photonic crys-
tals.
The theory of photonic crystals is a significant part of their design and fabrication.

It is based on the classical Maxwell equations for spatially inhomogeneous dielectric
media, i.e., the media with the permittivity ε (r) and permeability µ (r) dependent on
the position vector r. For perfect photonic crystals, functions ε (r) and µ (r) are peri-
odic, and, hence, the Floquet–Bloch theory can be applied. The theory yields general
spectral properties such as the Bloch form for the eigenmodes and band structure
of the spectrum. Naturally, the next step is to ask how relevant physical quantities
depend on the geometry of the photonic crystal and, say, the values of permittivity
ε of its constitutive components. For instance, if a photonic crystal consists of two
components of permittivities ε and 1, a practical question one can ask is, What is
the minimum value εmin such that for appropriately chosen crystal geometry at least
one gap opens up? Alternatively, if ε > εmin is given, what geometry provides the
largest gap, if any? Unfortunately, for two- and three-dimensional structures these
natural questions are hard to answer both theoretically and numerically. The reason
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of the theoretical difficulties stems from the fact that there are no exactly solvable
nontrivial models of periodic dielectric structures in the dimensions two or three for
which one can describe analytically the spectral properties based on the Maxwell
equations. Numerical computation of the band-gap structure, on the other hand,
requires considerable computer resources. Spectral computations are complicated by
the medium discontinuity, since real photonic crystals are usually made of two ma-
terials with different permittivity or permeability. In addition to that, the stronger
the discontinuity, the more pronounced are the effects of multiple scattering, such as
emergence of spectral gaps and localization, if defects are introduced.
Taking into account the above problems, the theory, we believe, can be developed

at least in two directions. The first direction is related to the study of some extreme
(asymptotic) situations [1], [12], [14], [15], [16], [24], [36], which, on one hand, can
provide an explanation of physical phenomena in photonic crystals and, on the other
hand, can be treated analytically. That is a common approach in theoretical physics,
and the “only” problem is finding those extreme situations which satisfy the above
criteria. The second direction is to develop mathematical approaches which would
provide a solid ground for constructions of time-efficient robust numerical algorithms
which explicitly take into account the medium discontinuities and the divergence-free
condition of the related fields. The primary subject of this paper is related to the first
direction.
The three-dimensional case is the most difficult in every respect, including exper-

iments, fabrication, theoretical analysis, and computations. In spite of all challenges,
there has been a considerable amount of publications in recent years covering a wide
range of activities: from new ideas in fabrication of the crystals and new ways to
employ their properties in optical devices [3], [4], [5], [6], [7], [9], [10], [17], [18], [19],
[21], [22], [25], [27], [31], [37], [40], [41], [42], [43], [44], [46] to theoretical and compu-
tational studies allowing accurate computation of the properties of photonic crystals
[8], [30], [28], [29], [38], [39], [45].
In this paper we study the spectral properties of three-dimensional photonic crys-

tals formed by a periodic array of air cubes separated by a thin film of optically dense
dielectric material. We consider the asymptotic situation when the thickness δ of the
dielectric component approaches zero and its permittivity ε approaches infinity so
that εδ = η−1 is kept constant. Under the additional condition of a vanishing normal
component of the magnetic field at the surface of the optically dense dielectric film,
we carry out a thorough analytical and numerical analysis of the spectrum of the
photonic crystal.
Thin films or screens made up of a dielectric substances of large permittivity (real

or imaginary) similar to ones described above have been considered in electromagnetic
waves scattering problems [4], [5]. In those papers as well as in the paper [33] on
electromagnetic theory of gratings, operator methods were proposed involving, in
particular, impedance and admittance operators and Calderon projectors. These
operators were efficient for numerical and asymptotic analysis. Among other relevant
asymptotic models allowing substantial theoretical approach, mention should be made
of structures built from thin wires [26], [32] or thin lossy stripes [34].

1.1. Statement of the results. In this paper we conduct a thorough study of
photonic crystals formed by a periodic array of cubic air cavities, separated by thin
films of optically dense lossless dielectric (see Figure 1.1). It has been shown [13] (see
also [11]) that if (i) the dielectric film of permittivity ε allows only magnetic fields
tangential to its surface and (ii) its thickness δ is chosen appropriately depending on ε,
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Fig. 1.1. A slab of three-dimensional photonic crystal composed of cubic air cavities separated
by thin dielectric plates of high dielectric constant.

then the spectrum of the photonic crystal has narrow bands and, consequently, large
spectral gaps. Here we give more elementary proofs of all results needed from [13]
that make this paper completely self-contained. Assuming smallness of the parameter
η = 1/εδ we carry out a detailed investigation of the asymptotic model. In particular,
based on the analytic perturbation theory we compute the first and the second order
terms of the asymptotic approximations of the spectrum branches. We also carry out
numerical computations of the spectral bands. Comparison of the numerical results
with the analytic perturbation theory of the second order shows that they are in good
agreement up to the point when the spectral gaps close down. Hence, we conclude,
spectral gaps can be adequately analyzed by the classical perturbation theory up to the
point of their closure.
The paper is organized as follows. In section 2 we describe basic properties of

eigenmodes and eigenfrequencies of a single cubic cavity (resonator) with a vanishing
normal magnetic field component on the boundary. Then we show that the photonic
crystal in question can be viewed as a periodic array of weakly coupled resonators
with the coupling constant η = 1/εδ. Assuming that the coupling constant η is
small, we show in section 3 that (i) the spectral bands of such photonic crystal are
proportional to η and (ii) the spectral bands are situated about the eigenvalues of
the cubic resonator. Consequently, appreciable spectral gaps will arise for sufficiently
small η. In section 4 we reduce the spectral analysis of the photonic crystal to the
spectral analysis of an infinite matrix M0 + ηM1, where M0 is a diagonal matrix
corresponding to the periodic array of completely decoupled cubic cavities, while the
perturbation matrix M1 is a sparse matrix describing the energy of coupling. Then
in section 5 we prove that matrix M1 is relatively compact with respect to M0 by

showing that M
− 1

2
0 M1M

− 1
2

0 is the sum of three compact operators related to the
directions along x1, x2, and x3 axes. This decomposition allows us to get constructive
truncation error estimates. The final sections are devoted to the computation of the
spectrum. In particular, we use the analytic perturbation theory to find the exact
linear bounds for the asymptotic behavior of the eigenvalues as η → 0. It turns out
that if an eigenvalue corresponds to two eigenmodes of different polarizations, then the
linear upper bound of this eigenfrequency as η → 0 is exactly ξ + 16η, where ξ is the
corresponding eigenvalues of the single resonant cavity. Otherwise, if all eigenmodes
corresponding to the unperturbed eigenvalue ξ have one polarization, then the upper
linear bound of the perturbed eigenvalue is exactly ξ+12η. Numerical computation of
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the spectral bands shows that all gaps are closing when η = 1/εδ ≈ 2 or, equivalently,
εδ ≈ 1/2. We have found that the quadratic approximation of the bands

2π2 ≤ ξ1 ≤ 2π2 + 12η − 2.01η2, 3π2 ≤ ξ2 ≤ 3π2 + 16η − 2.31η2, . . .

is in good agreement with the numerical results. Based on these computations, we
readily derive the following simple formula for the minimum value of the permittivity
εmin for which at least one gap opens up:

εmin =
1

2[1− (1− f)1/3]
,(1.1)

where f is the filling fraction of the optically dense dielectric.

2. Spectral properties of a cubic cavity. Consider first electromagnetic os-
cillations in a unit cubic cavity Q0 : 0 < xi < 1, i = 1, 2, 3, with perfectly conducting
walls. It is convenient to represent the electric induction D(x, t) and the magnetic
field H(x, t) in the cavity through the divergent-free vector potential Φ(x, t) such
that

D(x, t) = ∇×Φ(x, t), H(x, t) =
1

c

∂

∂t
Φ(x, t),(2.1)

and

∇ ·Φ(x, t) = 0,(2.2)

where c is the speed of light. For the time-harmonic field

Φ(x, t) = e−iωtΨ(x)(2.3)

equations (2.1)–(2.3) turn into

∆Ψ(x) + ξΨ(x) = 0, ξ =
ω2

c2
,(2.4)

∇ ·Ψ(x) = 0, n ·Ψ(x)
∣∣∣∣
Γ0

= 0,(2.5)

where Γ0 is the surface of the cube and n is the vector normal to the surface Γ0. The
eigenvalues of the cubic resonator satisfying (2.4)–(2.5) are given by

ξ = π2
(
p2
1 + p2

2 + p2
3

)
,(2.6)

while the eigenmodes Ψp(x) are conveniently expressed by

Ψp(x) = Ap �Θp(x) =

 Ap,1 sin(πp1x1) cos(πp2x2) cos(πp3x3)

Ap,2 cos(πp1x1) sin(πp2x2) cos(πp3x3)

Ap,3 cos(πp1x1) cos(πp2x2) sin(πp3x3)

 ,(2.7)

whereAp = (Ap,1, Ap,2, Ap,3) is a real polarization vector corresponding to an integer-
valued nonzero index-vector p = (p1, p2, p3),

Θp (x) =

 sin (πp1x1) cos (πp2x2) cos (πp3x3)
cos (πp1x1) sin (πp2x2) cos (πp3x3)
cos (πp1x1) cos (πp2x2) sin (πp3x3)

 ,(2.8)
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and a � b denotes three-dimensional vector

a � b =

 a1b1
a2b2
a3b3

 .(2.9)

Hereafter we suppose the eigenmodes Ψp(x) (2.7) to be normalized by the condition∫
Q0

‖Ψp(x)‖2 dx = 1.(2.10)

That implies that if all p1, p2, p3 are positive, then

A2
p,1 +A2

p,2 +A2
p,3 = 8.(2.11)

If one of pj , j = 1, 2, 3, equals zero, for instance, p1 = 0, then normalized amplitudes
obey

A2
p,2 +A2

p,3 = 4,(2.12)

and we set the amplitude of the missing component of vectorΨp(x) to be zero (Ap,1 =
0 in the example). In addition to that, the divergence-free condition (2.5) implies

Ap · p = 0.(2.13)

Due to this restriction, the eigenmode (2.7) has only two independent constants Ap,j ,
j = 1, 2, 3, at most one of which can be zero. If none of the components of the
index p = (p1, p2, p3) equals zero, then the corresponding eigenvalue has multiplicity
two. Alternatively, if one of the numbers p1, p2, or p3 is zero, then the eigenvalue
corresponding to such p is simple. Thus, the set of all indices P can be partitioned
into two sets

P = P± ∪ P0,(2.14)

where P± contains only all-positive indices of multiplicity two, while P0 has its ele-
ments simple indices with one zero component. In what follows we will distinguish
the indices (p1, p2, p3) corresponding to identical eigenvalues p2 = p2

1 + p2
2 + p2

3. First
11 eigenvalues (2.6) are given by

2π2, 3π2, 5π2, 6π2, 8π2, 9π2, 10π2, 11π2, 12π2, 13π2, 14π2.(2.15)

In the above sequence there are missing integers because not every integer number is
representable by a sum of two or three squares. Necessary and sufficient conditions
for such representation are given in [20]. Notice that the eigenvalues (2.6) of the unit
cubic cavity are the extreme values of the quadratic form∫

Q0

|∇ ×Ψ(x)|2 dx = (M0Ψ,Ψ) , ∇ ·Ψ(x) = 0, n ·Ψ(x)
∣∣∣∣
Γ0

= 0,(2.16)

which defines a self-adjoint operator M0 in the Hilbert space L
2(Q0).
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3. Asymptotic model of the photonic crystal. Let us denote by Qm the
periodic array of cubes obtained by translation of the unit cube Q0 by an integer-
valued vector m (see Figure 1.1):

Qm = Q0 +m, m ∈ Z
3.(3.1)

Let also Γ be the union of the cubes’ faces having high dielectric constant ε. Then
the vector potential Ψ(x) defined by (2.1)–(2.3) satisfies the equation

∇× 1

ε(x)
∇×Ψ(x) = ξΨ(x), ξ =

ω2

c2
.(3.2)

The eigenvalue problem (3.2) has a variational formulation in terms of the stationary
values of the quadratic form

M(η) =M0 + ηM1,(3.3)

where

(M0Ψ,Ψ) =

∫
R3−Γ

|∇ ×Ψ(x)|2 dx,(3.4)

(M1Ψ,Ψ) =

∫
Γ

|n+ ×Ψ+(x) + n− ×Ψ−(x)|2 dS,(3.5)

and Ψ(x) satisfies the conditions

∇ ·Ψ(x) = 0, x ∈ R
3 − Γ;(3.6)

n± ·Ψ±(x) = 0, x ∈ Γ,(3.7)

where n+ = −n− and Ψ± are, respectively, the two opposite normal vectors to the
surface Γ and the field adjacent to Γ areas. The model (3.3) was introduced in [13]
(for more discussions see [11]). In the standard fashion we reduce the problem in the
infinite domain to a finite cell K using the Floquet–Bloch transform

Ψ(k,x) =
∑

m∈Z3

Ψ(x+m)e−ik·m, x ∈ Q0, k ∈ K,(3.8)

where the quasi momentum k belongs to the Brillouin zone K = [−π, π)3. This
transform decomposes operatorM into the fibers M(k, η) [35], [23]

(MΨ)(k, η) =M(k, η)Ψ(k, η),(3.9)

where each fiber M(k, η) is a self-adjoint operator in the Hilbert space L2(Q0)

M(k, η) =M0 + ηM1(k).(3.10)

OperatorM0, given by (2.16) and (2.5), corresponds to a single cubic cavity with per-
fectly conducting walls. The perturbation operatorM1(k) is defined by the quadratic
form

(M1(k)Ψ,Ψ) =

3∑
j=1

∫
γj

∣∣ej ×
[
Ψ (x)− eikjΨ (x+ ej)

]∣∣2 dS,(3.11)
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where γj are the faces of the unit cube Q0 that are determined by the intersection
γj = Γ0

⋂ {xj = 0}, j = 1, 2, 3, and ej are the vectors of the standard basis.
According the Floquet–Bloch theory, the spectrum σ (M) of the operator M is

the union of spectra σ (M (k, η)) as k runs the Brillouin zone K = [−π, π)
3
. To

calculate efficiently the spectrum σ (M (k, η)) we observe that the operator M0 has a
compact resolvent and that M1 (k) is compact relatively to M0 [13], i.e., the operator

M (k) =M
−1/2
0 M1 (k)M

−1/2
0(3.12)

is compact. This allows us to treat ηM1 (k) in (3.10) as a small perturbation of
M0 for η � 1. In section 5 we give an elementary alternative proof of the relative
compactness based on the matrix representation of M (k) that makes all the proofs
in this paper completely self-contained.
From the properties of M1 it follows that
(i) operator M (k, η) has a compact resolvent, and the spectrum σ (M (k, η)) is

discrete;
(ii) spectrum σ (M (k, η)) approaches σ (M0) (2.6) uniformly in k as η → 0; in

particular, for small η there must be gaps in the spectrum of the original operatorM
[13], [11];
(iii) spectral bands of M (k, η) lie above the corresponding point spectrum (2.6)

of unperturbed operator M0 since M0 ≤ M (k, η).

3.1. Boundary values of the eigenmodes. Unlike operator M0, the pertur-
bation operator M1 (3.11) is defined through the values of Ψ (x) on the boundary
of the cubic cavity where expressions of the eigenmodes can be simplified. Since the
normal component of the eigenmodes vanishes on the cube’s surface we introduce
vectors Θ(j)

p (x) of tangential components of the eigenmodes Ψp (x) (2.7) on the faces
xj = 0 or xj = 1, j = 1, 2, 3.

Case 1. All components of p = (p1, p2, p3) are positive, i.e., p ∈ P±. Then we
denote

Θ(1)
p (x) =

 0
sin (πp2x2) cos (πp3x3)
cos (πp2x2) sin (πp3x3)

 , Θ(2)
p (x) =

 sin (πp1x1) cos (πp3x3)
0

cos (πp1x1) sin (πp3x3)

 ,

Θ(3)
p (x) =

 sin (πp1x1) cos (πp2x2)
cos (πp1x1) sin (πp2x2)

0

 .
(3.13)

In a similar manner we define vectors B(j)
p to be tangential components of vector

Ap = (Ap,1, Ap,2, Ap,3) on cube’s boundaries xj = 0 or xj = 1, j = 1, 2, 3,

B(1)
p =

 0
Ap,2

Ap,3

 , B(2)
p =

 Ap,1

0
Ap,3

 , B(3)
p =

 Ap,1

Ap,2

0

 .(3.14)

The corresponding vector Ap in this case has two polarizations Ap+ and Ap−. How-
ever, on the cube’s surface one of its components vanishes and we have

Ap+ = B
(j)
p+ or Ap− = B

(j)
p− for pj = 0.
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Let us show that two-dimensional vectors B
(j)
p+ and B

(j)
p− are linearly independent by

the example of j = 1. In this case

B
(1)
p+ =

 0
Ap+,2

Ap+,3

 , B
(1)
p− =

 0
Ap−,2

Ap−,3

 .
Suppose that this is not so and there exist two complex numbers α+ and α−, not
both zero, such that

α+

(
Ap+,2

Ap+,3

)
+ α−

(
Ap−,2

Ap−,3

)
= 0.

Multiplying the first and the second rows by p2 and p3, respectively, and combining
these equations with the divergence-free condition (2.13)

p1Ap±,1 + p2Ap±,2 + p3Ap±,3 = 0,(3.15)

which holds for either Ap+ and Ap−, we obtain

α+p1Ap+,1 + α−p1Ap−,1 = 0.(3.16)

Since p ∈ P± and p1 > 0 , (3.15) together with ( 3.16) imply that α+Ap++α−Ap− =
0, which clearly contradicts the original choice of Ap+ and Ap− as linearly indepen-
dent vectors. Thus, we have proven the following lemma.

Lemma 3.1. For every j = 1, 2, 3 and fixed p from P±, polarization vectors A
(j)
p+

and A
(j)
p− are linearly independent on the boundary of the cavity.

Case 2. If the index p ∈ P0 has exactly one zero entry pj , the corresponding
component Ap,j of the polarization vector Ap vanishes. On the faces xj = 0 or

xj = 1, j = 1, 2, 3, such polarization vectors B(j)
p have the form

B
(1)
0,p2,p3

=

 0
Ap,2

Ap,3

 , B
(2)
p1,0,p3

=

 Ap,1

0
Ap,3

 , B
(3)
p1,p2,0

=

 Ap,1

Ap,2

0

 .(3.17)

However, on the faces xk = 0 or xk = 1, k = 1, 2, 3, where k �= j, the polarization
vector B(k)

p will have two zero components. It is convenient to scale the vectors by a

factor of
√
2:

B
(1)
p1,0,p3

=

 0
0√
2Ap,3

 , B
(1)
p1,p2,0

=

 0√
2Ap,2

0

 , B
(2)
p1,p2,0

=

 √
2Ap,1

0
0

 ,
B

(2)
0,p2,p3

=

 0
0√
2Ap,3

 , B
(3)
0,p2,p3

=

 0√
2Ap,2

0

 , B
(3)
p1,0,p3

=

 √
2Ap,1

0
0

 .
(3.18)

Components of the eigenmodes’ projections Θ(k)
p (x) in this case have, analogous to

(3.18), the form
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Θ
(1)
p1,0,p3

=

 0
0

sinπp3x3

 , Θ(1)
p1,p2,0

=

 0
sinπp2x2

0

 , Θ(2)
p1,p2,0

=

 sinπp1x1

0
0

 ,
Θ

(2)
0,p2,p3

=

 0
0

sinπp3x3

 , Θ(3)
0,p2,p3

=

 0
sinπp2x2

0

 , Θ(3)
p1,0,p3

=

 sinπp1x1

0
0

 .
(3.19)

4. Matrix form of the Maxwell operator. To represent operator M (k, η)
(3.10) in matrix form we need to establish a one-to-one correspondence between the
index p of the eigenvalue (2.6) and its eigenmode. To this end, we will count twice
the indices p of multiplicity two from the set P±. The new set is denoted by P̌±, and
in what follows we will use the index p̌ ∈ P̌ of multiplicity one, where

P̌ = P̌± ∪ P0.(4.1)

We introduce next the eigenmode expansion of a vector field F (x) ∈ L2(Q0)

F (x) =
∑
p̌∈P̌

Fp̌ Ψp̌ (x) .(4.2)

Transformation (4.2) of the function G (x) ∈ L2 (Q0) to the sequence {Gp̌} ∈ l2
(P̌)

is unitary, i.e., ∫
Q0

F (x) · G (x) dx =
∑
p̌∈P̌

Fp̌Gp̌.(4.3)

Matrix representation M0 of the operator M0 in the eigenbasis {Ψp̌ (x)} has
diagonal form

M0 = diag (Λ1,Λ2, . . . ) ,(4.4)

where Λi, i = 1, 2, . . . , is a diagonal matrix with ξi = π2p̌2
i (2.6) on its diagonal. The

order of the block Λi equals the multiplicity of the eigenvalue ξi.
Calculation of the elements [M1]p̌q̌ of Hermitian matrixM1 corresponding to the

operator M1(k) yields

(4.5)

[M1]p̌q̌ =
[1− (−1)p̌1eik1 ][1− (−1)q̌1e−ik1 ]

4

{
Ap̌,2 Aq̌,2 (δp̌2,q̌2 − δp̌2,0 δq̌2,0)

(δp̌3,q̌3 + δp̌3,0 δq̌3,0) +Ap̌,3 Aq̌,3 (δp̌2,q̌2 + δp̌2,0 δq̌2,0)(δp̌3,q̌3 − δp̌3,0 δq̌3,0)
}

+
[1− (−1)p̌2eik2 ][1− (−1)q̌2e−ik2 ]

4

{
Ap̌,1 Aq̌,1 (δp̌1,q̌1 − δp̌1,0 δq̌1,0)

(δp̌3,q̌3 + δp̌3,0 δq̌3,0) +Ap̌,3 Aq̌,3 (δp̌1,q̌1 + δp̌1,0 δq̌1,0)(δp̌3,q̌3 − δp̌3,0 δq̌3,0)
}

+
[1− (−1)p̌3eik3 ][1− (−1)q̌3e−ik3 ]

4

{
Ap̌,1 Aq̌,1 (δp̌1,q̌1 − δp̌1,0 δq̌1,0)

(δp̌2,q̌2 + δp̌2,0 δq̌2,0) +Ap̌,2 Aq̌,2 (δp̌1,q̌1 + δp̌1,0 δq̌1,0)(δp̌2,q̌2 − δp̌2,0 δq̌2,0)
}
,

where δp,q is the Kronecker delta.
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Expression (4.6) is simplified if p̌ and q̌ do not contain zero components. Then

|Ap̌|2 = |Aq̌|2 = 8(4.6)

and

[M1]p̌q̌ =
1

4

3∑
j=1

[1− (−1)p̌jeikj ][1− (−1)q̌je−ikj ]
δp̌1,q̌1δp̌2,q̌2δp̌3,q̌3

δp̌j ,q̌j

(Ap̌ ·Aq̌ −Ap̌,jAq̌,j) .

(4.7)

In particular, when p̌ = q̌ diagonal elements of M1 have the form

[M1]p̌p̌ =
1

2

3∑
j=1

[1− (−1)p̌j cos ki] (8−A2
p̌,j).(4.8)

Alternatively, if among components of the vectors p̌ or q̌ there is zero, say, p̌1 = 0,
then

|Ap̌|2 = A2
p̌,2 +A2

p̌,3 = 4,(4.9)

and for diagonal elements (4.6) gives

[M1]p̌p̌ = 6− 2 cos k1 − (−1)p̌2A2
p̌,3 cos k2 − (−1)p̌3A2

p̌,2 cos k3.(4.10)

From inspection of (4.6) one can derive the following properties of M1 and its ele-
ments.

(i) M1 is a sparse matrix. For fixed p̌ the element [M1]p̌q̌ is nonzero if and only
if (p̌− q̌) is parallel to ei, i = 1, 2, 3, i.e., q̌ belongs to the line passing through p̌ and
parallel to one of the coordinate axes.

(ii) Any nonzero matrix element [M1]p̌q̌ vanishes when k = π
2 (1 − (−1)p̌1 , 1 −

(−1)p̌2 , 1− (−1)p̌3) or k = π
2 (1− (−1)q̌1 , 1− (−1)q̌2 , 1− (−1)q̌3).

(iii) maxk |[M1]p̌p̌| = 4 (4 − δp̌1,0 − δp̌2,0 − δp̌3,0). If p̌ ∈ P±, i.e., vector Ap̌

admits two polarizations (no zeros among p̌i, i = 1, 2, 3), then maxk |[M1]p̌p̌| = 16.
Otherwise maxk |[M1]p̌p̌| = 12.
(iv) Maximum value of the quadratic form (M1(k)Ψp̌,Ψp̌) is attained on the

quasi momentum vector kmax =
π
2 (1+ (−1)p̌1 , 1+ (−1)p̌2 , 1+ (−1)p̌3), and if p̌ ∈ P±,

then max(M1(k)Ψp̌,Ψp̌) = 2|Ap̌|2 = 16. Otherwise, when vector Ap̌ has the sole
polarization then max(M1(k)Ψp̌,Ψp̌) = 3|Ap̌|2 = 12. These maximum values define
the upper bounds of perturbed eigenvalues in the linear approximation.
The entries of M1 have natural three-dimensional indices. In order to rearrange

them in a two-dimensional matrix we enumerate three-dimensional vector-indices p̌
in ascending order of |p̌|. Thus, calculation of the eigenvalues of the operatorM(k, η)
(3.10) is reduced to the calculation of the eigenvalues of the infinite matrixM0+ηM1.
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Fig. 5.1. Integer-valued indices of eigenvalues combined into rays in the x3 direction. The sign
± denotes indices of multiplicity two. e(R3(2, 0)), e(R3(1, 1)), e(R3(0, 2)) denote end points of the
rays.

5. Relative compactness of the perturbation operator.

5.1. Projection representation. The set of the indices on which matrix ele-
ments [M1]p̌q̌ do not vanish makes up rays along the coordinate axes. We denote the
rays by

R1(p2, p3) =

∞⋃
p1=δ(p2,p3)

(p1, p2, p3), R2(p1, p3) =

∞⋃
p2=δ(p1,p3)

(p1, p2, p3),

R3(p1, p2) =

∞⋃
p3=δ(p1,p2)

(p1, p2, p3),(5.1)

where p1, p2, p3 are nonnegative integers, such that at most one of them can be zero,
and

δ(s, t) =

{
0 if s, t > 0,

1 if s = 0 or t = 0.
(5.2)

The end point of the ray Rj(s, t), denoted by e(Rj(s, t)), lies in the plane xj = 0
if both s and t are positive (Figure 5.1). Thus, index j = dir(Rj(s, t)) shows the
direction xj of the ray Rj(s, t), j = 1, 2, 3. Also the ray whose points are counted,
taking into account their multiplicity, we denote by Řj(s, t).
For computation of the quadratic form (3.11) it is convenient to introduce new

notation for the tangential components of the eigenmodes (3.13) on the faces xj = 0
or xj = 1, j = 1, 2, 3. We denote

Θ(1)
p (x) = Θ(1)

p2p3
(x) , Θ(2)

p (x) = Θ(2)
p1p3
(x) , Θ(3)

p (x) = Θ(3)
p1p2
(x) .(5.3)
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Then the boundary values of F (x) (4.2) take the form

F (x)|xj=0 =
∑

(s,t)∈N2
+

∑
p̌∈Řj(s,t)

Fp̌Ap̌ �Θ
(j)
st (x),(5.4)

F (x)|xj=1 =
∑

(s,t)∈N2
+

∑
p̌∈Řj(s,t)

(−1)pjFp̌Ap̌ �Θ
(j)
st (x), j = 1, 2, 3,

and

F (x)|xj=0 − eikj F (x)|xj=1 =
∑

(s,t)∈N2
+

∑
p̌∈Řj(s,t)

(1− (−1)pjeikj )Fp̌Ap̌ �Θ
(j)
st (x),

(5.5)

where N
2
+ is the set of nonnegative integers, not both zero.

Functions Θ
(j)
st (x) are orthogonal for fixed j on the surface of the unit cube. For

the integrals (3.11) of nonzero components of Θ
(j)
st,m(x) we have (cf. (3.11))(

Θ
(j)
st,m(x),Θ

(j)
st,m(x)

)
=

∫
γj

∣∣∣Θ(j)
st,m(x)

∣∣∣2 dS
=

{
1
4 if s, t > 0,
1
2 if s = 0 or t = 0,

j �= m, j,m = 1, 2, 3.(5.6)

We calculate quadratic form (3.11) of the operatorM1 on the eigenfunction expansion
of F (x) (4.2) to estimate its norm. From (5.5) we have

(M1(k)F ,F ) =

3∑
j=1

∫
γj

∑
(s,t)∈N2

+

∣∣∣∣∣∣
∑

p̌∈Řj(s,t)

(1− (−1)pjeikj )Fp̌Ap̌ �Θ
(j)
st (x)

∣∣∣∣∣∣
2

dS

=
1

4

3∑
j=1

∑
(s,t)∈N2

+

∑
p̌∈Řj(s,t)

∣∣∣α(j)
ppFp̌B

(j)
p̌ (k)

∣∣∣2 = 1
4

∑
Ř∈R

∑
p̌∈Ř

∣∣∣α(dir(Ř))
pp Fp̌B

(dir(Ř))
p̌ (k)

∣∣∣2 ,
(5.7)

where

B
(j)
p̌ (k) = (1− (−1)pjeikj )B

(j)
p̌ ,(5.8)

α(j)
pq =


δp2,q2δp3,q3 , j = 1,

δp1,q1δp3,q3 , j = 2,

δp1,q1δp2,q2 , j = 3,

(5.9)

and R = ⋃3
j=1 Rj denotes the set of all rays (5.1) in the first octant.

For further analysis it is constructive to rewrite representation (5.7) in the pro-
jection form. To this end, we introduce an infinite-dimensional vectors B whose

components are three-dimensional vectors B
(j)
p̌ (k). If we sort points p̌ in ascending

order of |p̌| taking into account their multiplicity, then (5.7) suggests to represent B
as the following sum:

B(k) =B(1)
(k) +B(2)

(k) +B(3)
(k),(5.10)



SPECTRAL PROPERTIES OF THIN-FILM PHOTONIC CRYSTALS 1971

where

B(j)
(k) =

{
B

(j)
0,1,1(k),B

(j)
1,0,1(k),B

(j)
1,1,0(k),B

(j)
1,1,1+(k),B

(j)
1,1,1−(k),B

(j)
0,2,1(k),

B
(j)
0,1,2(k),B

(j)
2,0,1(k),B

(j)
1,0,2(k),B

(j)
2,1,0(k), . . .

}
, j = 1, 2, 3.(5.11)

In a similar manner we introduce infinite-dimensional vector F whose scalar compo-
nents are the Fourier coefficients Fp̌ of the function F (x) (4.2)

F = {F0,1,1, F1,0,1, F1,1,0, F1,1,1+, F1,1,1−, F0,2,1, F0,1,2, F2,0,1, F1,0,2, F2,1,0, . . . } .
(5.12)

Quadratic form (5.7) is given now by

(M1(k)F ,F ) =
1

4

∑
Ř∈R

|(F,B(k))|2 .(5.13)

5.2. Properties of the projection representation. Representations (5.7)
and (5.13) allow us to prove efficiently that the perturbation operator M1(k) (3.11)
is relatively compact to M0 (2.16), i.e., the operator M(k) is compact. The norm of
the operator M(k) (3.12) can be estimated through its quadratic form

(M(k)F ,F ) =
1

4

3∑
j=1

∑
(s,t)∈N2

+

∑
p̌∈Řj(s,t)

∣∣∣Fp̌b
(j)
p̌ (k)

∣∣∣2 = 1
4

3∑
j=1

∑
Ř∈R

∣∣∣(F, b(j)(k))
∣∣∣2 ,

(5.14)

where

b(j)(k) =
{
α(j)

pp b
(j)
p̌ (k)

}
, b

(j)
q̌ (k) =

{
B

(j)
p̌ (k)/|p| if q̌ = p̌(Řj),
0 otherwise.

(5.15)

From (5.14) it follows that operatorM(k) is the sum of projections on vectors b(j)(k)

M(k) =
1

4

3∑
j=1

∑
Ř∈R

P (b(j)(k)), with P (b)a = (b,a)b.(5.16)

Since b is not a unit vector ‖P‖ = ‖b‖2.
Quadratic form (5.14) yields matrix elements of the operator M(k)

[M(k)]p̌q̌ =
1

4

3∑
j=1

α(j)
pq b

(j)
p̌ (k) b̄

(j)
q̌ (k) =

1

4|p||q|
3∑

j=1

α(j)
pq [1− (−1)pjeikj ]

[1− (−1)qje−ikj ]
(
B

(j)
p̌ ,B

(j)
q̌

)
, p̌, q̌ ∈ Ř.(5.17)

For example, if p̌ = (0, 1, 1) and q̌ = (1, 1, 1+), then

[M(k)]14 =
1

4
√
6
[1− eik1 ][1 + e−ik1 ] (Ap,2Aq,2 +Ap,3Aq,3)

= − i sin k1

2
√
6
(Ap,2Aq,2 +Ap,3Aq,3) .(5.18)
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In the case when p̌ = q̌ = (0, 1, 1) we obtain

[M(k)]11 =
1

4
√
2

{
[1− eik1 ][1− e−ik1 ]

(
A2

p,2 +A2
p,3

)
+ 2[1 + eik2 ][1 + e−ik2 ]A2

p,3

+ 2[1 + eik3 ][1 + e−ik3 ]A2
p,2

}
=

1

2
√
2

{
(1− cos k1)(A

2
p,2 +A2

p,3)

= 2(1 + cos k2)A
2
p,3 + 2(1 + cos k3)A

2
p,2

}
.(5.19)

Properties of the projection vectors b(j)(k) are summarized in the following lemma.

Lemma 5.1. Vectors b(j)(Řj ,k) associated with direction xj have the following
properties:

(i) The only nonzero components of vector b(j)(Řj ,k) are those whose vector-
index p̌ belongs to Řj

(
ep̌, b

(j)(Řj ,k)
)
=

{
B

(j)
p̌ (k)/|p| if p ∈ Řj ,

0 if p /∈ Řj ,
(5.20)

where ep̌ are vectors of the standard basis in l2(P̌).
(ii) If two vectors b(j)(Řj ,k) correspond to different nonintersecting rays, then

they are orthogonal:(
b(m)(Řm,k), b(n)(Řn,k)

)
= 0 if Řm ∩ Řn = ∅.(5.21)

(iii) Components of vector b(j)(Řj ,k) are bounded by

∣∣∣b(j)
p̌ (k)

∣∣∣ ≤ 4√2|p| when p ∈ Řj .(5.22)

(iv) Infinite-dimensional vectors b(j)(Řj ,k) are bounded by

‖b(j)(Řj ,k)‖2
l2(P̌)

≤ 32
(

1

|e(Řj)|2
+

π

|e(Řj)|

)
.(5.23)

Proof. Relations (5.20)–(5.22) readily follow from the definition (5.15) of vectors

b
(j)
p̌ (k). To show (5.23) we make use of the inequality

∑
n≥m

1

b2 + n2
≤

∑
n≥m

∫ n

n−1

1

b2 + t2
dt =

∫ ∞

m−1

1

b2 + t2
dt =

1

b

(
π

2
− arctan m− 1

b

)
,

(5.24)

where m ≥ 1 and b ≥ 1. Then∑
n≥0

1

b2 + n2
=
1

b2
+

∑
n≥1

1

b2 + n2
≤ 1

b2
+

π

2b
.(5.25)

The latter, together with (5.22), gives the desired result.
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5.3. Relative compactness. Representations (5.14) and (5.16) suggest the fol-
lowing decomposition of the operator M(k) along the rays Řj , j = 1, 2, 3:

M(k) =M(1)(k) +M(2)(k) +M(3)(k),(5.26)

where

M(j)(k) =
1

4

∑
Řj

P (b(j)(k)), j = 1, 2, 3.(5.27)

For numerical computation of spectrum we define the truncated counterparts of the
operators M(k) and M(j)(k):

M̃s(k) =
∑

|e(Ř)|≤s

M(Ř,k), M̃(j)
s (k) =

∑
|e(Řj)|≤s

M(j)(Řj ,k).(5.28)

The basic properties of the operators M(k), M(j)(k), and M(Ř,k) are given in the
following.

Lemma 5.2.
(i) The rank of the operator M(Ř,k) is either one or two depending on the

number of projections in the sum (5.27). Its norm is bounded

‖M(Ř,k)‖ ≤ ‖b(Ř,k)‖2 ≤ 32
(

1

|e(Ř)|2 +
π

|e(Ř)|

)
.(5.29)

(ii) All operators M(Řj ,k) associated with one fixed direction xj , j = 1, 2, 3, com-
mute. Moreover,

M(Ř
(1)
j ,k)M(Ř

(2)
j ,k) = 0 if dir Ř

(1)
j = dir Ř

(2)
j , Ř

(1)
j �= Ř

(2)
j .(5.30)

Hence, representation (5.27) is block-diagonal with the block dimensions one
or two.

(iii) Truncated operators M̃
(j)
s (k) converge in operator norm to M(j)(k) so that

the following estimations hold:

‖M(j)(k)− M̃(j)
s (k)‖ = sup

Řj :|e(Ř)|≤s

‖M(Řj ,k)‖ ≤ 32(1 + πs)

s2
,(5.31)

‖M(j)(k)‖ = sup
Řj

‖M(Řj ,k)‖ ≤ 32(1 + π).(5.32)

(iv) Operators M̃
(j)
s (k) and M̃s(k) converge in the operator norm to M(j)(k) and

M(k), respectively, as s → ∞ uniformly in k ∈ K.

(v) Each operator M̃
(j)
s (k) has a finite rank and each operator M(j)(k) is com-

pact. Therefore, M(k) is also compact.
Proof. From (5.15)–(5.16) it follows that the rank of M(Ř,k) is the same as the

rank of the vector B
(j)
p̌ (k), which can be only one or two. Then the norm estimate is

given by (5.23).

Since projection vectors b(j)(k) (5.16) corresponding to two nonintersecting rays

Ř
(1)
j and Ř

(2)
j are orthogonal (5.21) so do the operators M(Ř

(1)
j ,k) and M(Ř

(2)
j ,k).
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Therefore, representation (5.27) is block-diagonal, and then (5.29) implies the es-

timates (5.31)–(5.32). Convergence of the operators M̃
(j)
s (k) and M̃s(k) follows

straightforwardly from (5.31) and (5.26).
To show compactness of M(k) observe that the number of rays Ř for which

|e(Ř)| ≤ s is finite, and hence operator M̃
(j)
s (k) defined by (5.28) is a finite sum of the

operators of rank one or two. Thus M̃
(j)
s (k) must be of finite rank and, in particular,

compact. Operator M(j)(k), as an operator norm limit, is therefore compact. This
completes the proof of the lemma.

6. Computation of the spectrum. We employ perturbation techniques for
the spectral analysis of matrix M given by (3.10)

M =M0 + ηM1,(6.1)

where M0 is block-diagonal matrix and η is a small parameter. For computation of
highly degenerate spectrum of matrixM we use the approach outlined in [2]. Using a
similarity transformation, we transform matrix M to a unitary equivalent matrix X
that has the same block-diagonal formX = diag

{
X(1), X(2), . . .

}
as the unperturbed

matrix M0:

X = e−S(η)MeS(η) =M0 + ηX1 + η2X2 + · · · ,(6.2)

S = ηS1 + η2S2 + · · · ,(6.3)

where matrices Sj , j = 1, 2, . . . , do not depend on η and X1, X2, . . . are diagonal
block-matrices whose block dimensions coincide with those of matrix M0. The per-
turbation is then partitioned into the blocks corresponding to the distinct eigenvalues.
Thus, instead of infinite-dimensional perturbation M1 we obtain an infinite series of
independent finite-dimensional perturbations for each of the blocks. In the case of
our problem the linear perturbation termX1 is calculated exactly. Calculation of the
higher order matrices involves truncation error.
Matrix X can be written using Hausdorf’s representation

X = e−SM eS =M+ [M,S] + 1
2!
[[M,S],S] + · · · ,(6.4)

where the brackets denote the commutator of two matrices

[A,B] = AB − BA.

Substituting (6.2)–(6.3) into (6.4) and equating the terms of like power in η, we obtain
the following expressions for the matrices Xj involved in (6.2):

X1 = [M0, S1] +M1,(6.5)

X2 = [M0, S2] + [M1, S1] +
1

2
[[M0, S1], S1], . . . .(6.6)

To find expansion (6.2) we represent matrix M1 as the sum of block-diagonal

matrix
−

M 1 and the matrix
◦

M 1 whose diagonal blocks are zeros (so-called integrable
matrix [2]):

M1 =
−

M 1 +
◦

M 1 .(6.7)
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Then

X1 = [M0, S1] +
−

M 1 +
◦

M 1,(6.8)

and to get rid of the integrable part ofM1 we take S1 to be a solution of the equation

[M0, S1] = −
◦

M 1 .

Solution of this equation in block form is

[S1]mn = − 1

ξm − ξn
[

◦
M 1]mn, m �= n, m, n = 1, 2, . . . ,(6.9)

while diagonal blocks of S1 are zeros.
In a similar manner one can find first two terms of the expansion (6.2)

X1 = diag M1 =
−

M 1,(6.10)

X2 =
1

2
diag [

◦
M 1, S1].(6.11)

Implementing the above procedure we obtain expansion of the first block X(1)

of matrix X = diag
{
X(1), X(2), . . .

}
corresponding to the eigenvalue ξ = 2π2 of

multiplicity three:

X(1) = 2π2I + 2η


q(k1, k2, k3) , 0 , 0

0 , q(k2, k3, k1) , 0

0 , 0 , q(k3, k1, k2)

+ η2X
(1)
2 +O(η3),(6.12)

where I is the 3×3 identity matrix (hereafter its dimension will be clear from the
content), q(x, y, z) = − cosx + cos y + cos z + 3, and X

(1)
2 is the first block of the

matrix X2 (6.11).
The second perturbed eigenvalue is defined from the matrix

X(2) = 3π2I + 2η

 2 cos k1 + cos k2 + cos k3 + 4 , −
√
3

3
cos k2 +

√
3

3
cos k3

−
√
3

3
cos k2 +

√
3

3
cos k3 ,

2

3
cos k1 +

5

3
cos k2 +

5

3
cos k3 + 4


+ η2X

(2)
2 +O(η3),

(6.13)

where X
(2)
2 is the second block of the matrix X2 (6.11).

For the third perturbed eigenvalue we obtain the system

X(3) = 5π2I + 2η



t(k1, k2, k3) , 0 , 0 , 0 , 0 , 0

0 , t(k1, k3, k2) , 0 , 0 , 0 , 0

0 , 0 , t(k2, k1, k3) , 0 , 0 , 0

0 , 0 , 0 , t(k3, k1, k2) , 0 , 0

0 , 0 , 0 , 0 , t(k2, k3, k1) , 0

0 , 0 , 0 , 0 , 0 , t(k3, k2, k1)


+ η2X

(3)
2 +O(η3),(6.14)
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Table 6.1
Quadratic approximation of the first 11 upper bounds of the spectral bands.

Eigenvalue
ξ Multiplicity Indices p̌

Upper bound
approximation

2π2 3 (0, 1, 1), (1, 0, 1), (1, 1, 0) 2π2 + 12η − 2.01η2

3π2 2 (1, 1, 1)± 3π2 + 16η − 2.31η2

5π2 6
(0, 1, 2), (0, 2, 1), (1, 0, 2),

(2, 0, 1), (1, 2, 0), (2, 1, 0)
5π2 + 12η − 1.29η2

6π2 6 (1, 1, 2)±, (1, 2, 1)±, (2, 1, 1)± 6π2 + 16η − 1.43η2

8π2 3 (0, 2, 2), (2, 0, 2), (2, 2, 0) 8π2 + 12η − 1.08η2

9π2 6 (1, 2, 2)±, (2, 1, 2)±, (2, 2, 1)± 9π2 + 16η − 0.30η2

10π2 6
(0, 1, 3), (0, 3, 1), (1, 0, 3),

(3, 0, 1), (1, 3, 0), (3, 1, 0)
10π2 + 12η − 0.97η2

11π2 6 (1, 1, 3)±, (1, 3, 1)±, (3, 1, 1)± 11π2 + 12η − 1.28η2

12π2 2 (2, 2, 2)± 12π2 + 12η − 0.82η2

13π2 6
(0, 2, 3), (0, 3, 2), (2, 0, 3),

(3, 0, 2), (2, 3, 0), (3, 2, 0)
13π2 + 12η − 1.00η2

14π2 12
(1, 2, 3)±, (1, 3, 2)±, (2, 3, 1)±,

(2, 1, 3)±, (3, 1, 2)±, (3, 2, 1)±
14π2 + 12η − 0.27η2

where t(x, y, z) = − cosx + 2
5 cos y − 8

5 cos z + 3. The calculations for the first 11
eigenvalues are given in Table 6.1.
Table 6.1 shows quadratic approximation of the upper bounds of the first 11

spectral bands. The linear term of the approximation is given exactly whose value is
defined by the following rule. If among the indices of the eigenvalue ξ there are indices
of multiplicity two (which do not contain zeros), then the linearized upper bound of
the band has the form ξ + 16η. Otherwise, when all indices of the eigenvalue ξ have
multiplicity one and contain zeros, its upper bound of the spectral band in the linear
approximation is ξ + 12η.

7. Numerical results. Figure 7.1 shows dependence of the spectral bands of
ξ = ω2/c2 calculated numerically (shaded areas) on the perturbation parameter η =
(εδ)−1. The eigenvalues were calculated through truncation of the matrix M to
the order 2273 yielding 138 distinct eigenvalues of the greatest multiplicity 48. The
computations were carried out on the SGI Origin 2000 parallel computer on a uniform
10×10×10 grid over the reduced Brillouin zone. Dotted lines indicate the upper
bound of the bands. Dashed lines denote the upper bound of the bands in the linear
approximation, while solid lines correspond to the quadratic approximation (see Table
6.1). The latter agrees closely with the numerical bound to the point of closing the
gaps (η ≈ 2).
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Fig. 7.1. Dependence of the spectral bands of photonic crystal calculated numerically (shaded
areas enclosed by solid curves) on the perturbation parameter η = (εδ)−1. Dashed lines denote the
upper bound of the bands in linear approximation calculated explicitly. Dotted lines correspond to
quadratic approximation.

Since spectral bands in the model depend only on the parameter (εδ)−1, one can
find the minimum value of the permittivity εmin for which the first gap opens up

εmin =
1

2[1− (1− f)1/3]
,(7.1)

where f is the filling fraction of the optically dense dielectric. Figure 7.1 also sug-
gests that for high frequencies the linear approximation gives good estimations of the
spectral gaps.
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